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ABSTRACT. This paper concerns the existence and multiplicity of solutions for a nonlinear Schro-
dinger-Kirchhoff type equation involving the fractional p-Laplace operator in RN. Precisely, we
study the Kirchhoff-type problem

p
(CL+ /AQN |$7 |N+s)1‘) dx dy) (_A);U+V($)|u|p_2u — f(m, ’LL) in RN,

where a,b > 0, (—A)p is the fractional p-Laplacian with 0 < s < 1 < p < ]Z, V:RY - R and

f: RN x R — R are continuous functions while V can have negative values and f fulfills suitable
growth assumptions. According to the interaction between the attenuation of the potential at infinity
and the behavior of the nonlinear term at the origin, using a penalization argument along with L°°-
estimates and variational methods, we prove the existence of a positive solution. In addition, we also
establish the existence of infinitely many solutions provided the nonlinear term is odd.

1. INTRODUCTION AND MAIN RESULTS

In this article, we consider the following fractional p-Laplacian Kirchhoff-type elliptic problem

p
(a+ b//RQN - N(+s)p| da:dy) (—A);u—k V(x)|ulP~?u = f(z,u) in RV,
u € WP(RV),

(1.1)

where a,b > 0, p € (1,0), s € (0,1), N > sp, V is a continuous function which may vanishing at
infinity and f is a continuous function verifying suitable growth assumptions. Here, (—A); is the
fractional p-Laplacian operator, which (up to normalization factors) is defined by

— p—2 _
6—0% JRN\ By (x) |z — y|N+sp
for any u € C§°(RY), where Bs(x) denotes the ball in RY centered at = with radius 6.
In recent years, there has been a surge of interest in the study of partial differential equations
involving nonlocal fractional Laplace operators. This type of nonlocal operator comes up naturally in
the real world in many different applications, such as phase transitions, game theory, finance, image

processing, Lévy processes, and optimization; see, for example the works of Applebaum [16], Di Nezza-
Palatucci-Valdinoci [26] and their references for more details.
In the case a =1, b =0 and p = 2, (1.1) becomes the fractional Laplacian equation of the type
(—A°u+V(z)u = f(r,u) inRY, (1.2)
which can be seen as the fractional form of the following classical stationary Schrédinger equation
~Au+V(x)u= f(z,u) in RY. (1.3)

During the last years, equations (1.2) and (1.3) have been widely considered. Indeed, by using appro-
priate techniques and assuming different conditions of the potential V' and the nonlinearity f, several
existence, multiplicity, and concentration results of equations (1.2) and (1.3) have been established.
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We refer to Alves-Miyagaki [3], Ambrosio [10, 11, 12], Figueiredo-Siciliano [28], Li-Sun-Tersian [33]
and Willem [17], see also the references therein.
In the case s =1 and p = 2, (1.1) turns into the classical Kirchhoff-type equation of the form

- (a + b/ |Vul? dx) Au+V(z)u = f(r,u) inRY, (1.4)
RN

which was proposed by Kirchhoff [32] as a generalization of the well-known d’Alembert’s wave equation

K 2
Pl — (h +E Ium\ dw) Uge = f(x,u),

for free vibrations of elastic strings. Kirchhoff’s model takes into account the changes in the length
of the string produced by transverse vibrations. Here, L is the length of the string, h is the area
of the cross-section, E is the Young modulus of the material, p is the mass density, and pg is the
initial tension. In Alves-Corréa-Ma [1], it was pointed out that problem (1.4) models several physical
systems, in which u described a process dependent on its own average value. Nonlocal effects also
have applications in biological systems. In fact, the parabolic version of the equation can be used
to describe the growth and movement of specific species. The motion modeled by the integral term
is assumed to depend on the energy of the whole system, where u is its population density. Some
interesting results concerning (1.4) can be found in Arosio-Panizzi [19] or D’Ancona-Spagnolo [23].
Since Lions’work [30], problem (1.4) began to attract the attention of several mathematicians, we
refer to the papers of Chen-Li [22], He-Zou [31], Perera-Zhang [10], Sun-Li-Cencelj-Gabrovsek [15] and
the references therein.

On the other hand, the study of fractional p-Kirchhoff problems has attracted considerable attention.
Pucci-Xiang-Zhang [12] dealt with a nonhomogeneous fractional p-Laplacian Kirchhoff-Schrédinger
equation given by

(//Rm |z — N+p)a|p dw dy) (—A)su+ V(@) |uP~?u = f(z,u) + g(x) inRY,

where the potential V satlbﬁeb a Bartsch-Wang type condition. In [51], Xiang-Zhang-Ferrara studied
the existence of two solutions for a nonhomogeneous fractional p-Kirchhoff problem, where the nonlin-
earity is convex-concave. In [21], Caponi-Pucci dealt with the existence, multiplicity, and asymptotic
behavior of entire solutions for a series of stationary Kirchhoff fractional p-Laplacian equations. Sub-
sequently, Liang-Radulescu applied Kajikiya’s new version of the symmetric mountain pass lemma to
study a class of fractional p-Kirchhoff type Schrédinger-Choquard equations in [35]. In [29], Fiscella-
Pucci obtained the existence and the asymptotic behavior of nontrivial solutions for stationary frac-
tional p-Laplacian Kirchhoff equations involving a Hardy potential and different critical nonlinearities.
In [52], Xiang-Zhang-Radulescu obtained a multiplicity result for a fractional p-Kirchhoff system driven
by a nonlocal integro-differential operator with zero Dirichlet boundary data. Moreover, Liang-Molica
Bisci-Zhang [34] studied the multiplicity of solutions of a class of noncooperative critical fractional
p-Laplacian elliptic system with homogeneous Dirichlet boundary conditions by using the Limit In-
dex Theory and the fractional version of the concentration compactness principle. The existence and
multiplicity of solutions for a critical fractional p-Kirchhoff type problem involving discontinuous non-
linearity has been obtained by Xiang-Zhang [50] while Ambrosio-Isernia-Radulescu [14] discussed the
concentration of positive solutions for fractional p-Kirchhoff type problems given in the form

(57a+ €27 3b[ulfy e ) (~A)gu+ V(@)ur~! = f(u) in R,

ue€ WSP(R3), u>0 in R3,

where € is a small positive parameter and a,b > 0. Another interesting work has been done by
Thin-Xiang-Zhang [16] who studied the existence of solutions for critical Schrédinger-Kirchhoff type
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fractional p-Laplacian problems with potential vanishing at infinity defined by

i ([ G- eavs [ Vo ar) (-8 ue) + Vi)
— K(@) (M (o,u) + [ul~2u),

where p* = Np/(N — ps), M, K,V are nonnegative continuous functions satisfying suitable condi-
tions and A > 0 is a real parameter. Very recently, Lv-Zheng [37, 38|, studied critical fractional
p-Kirchhoff equations involving competitive nonlinearities or logarithmic nonlinearity while Xiong-
Chen-Chen-Sun [54] considered concave-convex fractional p-Kirchhoff type elliptic equation with steep
well potential. Finally, other interesting results in this direction can be found in the papers of Am-
brosio [9], Ambrosio-Isernia [13], Ambrosio-Servadei [15], Arora-Fiscella-Mukherjee-Winkert [17, 18],
Fiscella-Pucci [30], Nyamoradi-Zaidan [39], Pucci-Xiang-Zhang [41], Song-Shi [44], Xiang-Molica Bisci-
Tian-Zhang [48], Xiang-Zhang-R&dulescu [49] and Xiang-Zhang-Radulescu [53]. However, in the above
works, the potential V is always non-negative, that is,
xleI%gN Vi(x) > V(x) >0,

where V(zg) > 0 is a constant.

In the past two decades, many studies have focused on the potential that can vanish at infinity,
that is, V(z) — 0 as |z| — oo, or shortly, V,, = 0. We refer the reader to Alves-Figueiredo-Yang [2],
Alves-Souto [1], Ambrosetti-Felli-Malchiodi [5], Ambrosetti-Malchiodi-Ruiz [6], Ambrosetti-Wang [3],
de B.Silva-Soares [24], and references therein. It is worth mentioning that a penalization technique
and corresponding L*°-estimates have been applied. It should also be emphasized that the existence
result shows the interplay between the behavior of the nonlinear term at the origin and the decay of the
potential at infinity. A key factor in establishing this relationship is the result of the L>-estimates for
the penalized problem, which does not depend on the behavior of the nonlinear term near the origin.

Motivated by the papers of Alves-Souto [4], de B. Silva-Soares [24] and Ambrosio-Isernia-Radulescu
[14] as well as due to the large interest shared by the mathematical community on fractional p-Laplacian
problems, we study the existence and multiplicity of solutions to problem (1.1) where the potential
V may assume negative values. Along the paper, we always assume f and V satisfy the following
assumptions:

(f;) f: RN x R — R is a continuous function and there exists 9 > p such that

lim sup ‘zf(gg,z) < 400 uniformly for all z € RY;
z

z—0

(f2) There exist ai,as > 0 and ¢ € (p,p}) with pf = N” such that

|f(2,2)| < ay|z|7 +ag  for all (ac,z) e RN x R;
(f3) There exist 6 > 2p and Sy > 0 such that
2f(x,2) > 0F(x,2) >0 for all |z| > Sy and for all z € RY,

where F(x,z) fo [z, t)dt;
(V1) V: RY — R is a continuous function and either V > 0 in RY and satisfies

V(z) < Vi for all x € By, (o) (1.5)
for some Vao,79 > 0 and zg € RN o
Q= {:c eRY : V(z) <0}
is a nonempty bounded set and infq V' > —W, where § > 0 is the best constant for the
embedding W*?(RN) into LPs (RN);
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(V2) There are constants A > 0 and R > 0(R > |xg| + g, for ro > 0 and 29 € RY given by (1.5),
if V"> 0) such that

(N =5p)(9-p)
inf |z|” »1 o V(z) > A,
with J > p given by (f1).
Now, we state our first main result of this work:

Theorem 1.1. Suppose hypotheses (V1)—(Va) and (f1)—(f3) hold. Then there exists a constant A* > 0
such that (1.1) has a positive solution for every A > A*.

Note that A* given in Theorem 1.1 depends on the radius R > 0 given in condition (Vg). In
particular, when the condition (f3) holds with Sy = 0, and V satisfies the following version of (Vs):
(V3) There are constants A > 0 and R > 0(R > |xg| + g, for 1o > 0 and x¢ € RY given by (1.5),
if V"> 0) such that
nf Woen@op) A
preencngk LU
where ¢ > p given by (f7).
Now, we state the second result of this paper:

Theorem 1.2. Suppose hypotheses (V1), (V3), (f1)—(f2), and (f3) with So = 0 hold. Then there exists
A* >0 such that (1.1) has a positive solution for every A > A*.

To strengthen the interaction between the theoretical behavior of the nonlinear term and the decay
of the potential, by conditions (f;) and (V3), we give a result in which the function f approaches zero
at the origin: Assume that f and V satisfy

(fl) There are constants ¥,¢ > 0 such that

limsup | f(z, z)|e(</‘zlﬁ) < 400 uniformly in RY;
z—0

(V4) There are constants A > 0, > 0 and R > 0 (R > |zo| + 7o, for 7o > 0 and z9 € RY given by
(1.5), if V' > 0) such that

(N—sp)®

inf erlzl P~
o[>

where 9 given by (fl)
We can state the following result.

Theorem 1.3. Suppose hypotheses (V1), (Va4), (J/”\l) and (f2)—(f3) hold. Then there exist constants
A* u* > 0 such that (1.1) has a positive solution for every A > A* and 0 < p < p*.

Similar to Theorem 1.3, if (f3) holds with Sy = 0 and V satisfies

(Vs) There are constants A > 0, > 0 and R > 0 (R > |xo| + ¢, for 79 > 0 and 2y € RY given by
(1.5), if V' > 0) such that
lo] | PP
inf er(F) 7 V(z) > A,
lz|>R
with ¢ given by (fl)
Then we may take A* > 0, which does not depend on R, such that problem (1.1) has a positive solution
for each A > A*. More precisely, using the arguments employed in the proof of Theorem 1.3, we also

have the following Theorem.

Theorem 1.4. Suppose hypotheses (V1), (Vs), (]?1), (f2) and (f3) with So = 0 hold. Then there are
constants A*, i* > 0 such that (1.1) has a positive solution for every A > A* and 0 < p < u*.
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Remark that, under the above hypotheses, we may actually obtain solutions u™ and ™~ of problem
(1.1) with u* > 0 and u~ < 0 in RY. Suppose now f is odd with respect to the second variable, that
is

(fs) f(x,—2) = —f(x,2), for every (z,z) € RN x R.

Then we may use a version of the penalization technique and a minimax critical point theorem for
functional with symmetry to get the subsequent results.

Theorem 1.5. Suppose hypotheses (V1)—(Vz), (f1)—(f3) and (fs) hold. Then there exists constant
A* > 0 such that (1.1) has infinitely many nontrivial solutions for every A > A*.

Theorem 1.6. Suppose hypotheses (V1), (V3), (f1)—(f2), (fs) and (f3) with Sy = 0 hold. Then there
ezists A* > 0 such that (1.1) has infinitely many nontrivial solutions for every A > A*.

Theorem 1.7. Suppose hypotheses (V1), (Va4), (fl) and (f2)—(fg) hold. Then, there exist constants
A* u* > 0 such that (1.1) has infinitely many nontrivial solutions for every A > A* and 0 < p < p*.

Theorem 1.8. Suppose hypotheses (V1), (Vs), (fl) (f2), (fs) and (f3) with So = 0 hold. Then there
are constants A* " > 0 such that (1.1) has a positive solution for every A > A* and 0 < w < p*.

We know that (f3) is the classical (AR) condition, and it only considers the case 8 > 2p. When
p < 8 < 2p, we can obtain a similar existence result considering the following hypothesis:

(f;) There exist p < § < 2p and Sy > 0 such that
2f(x,2) > OF(x,2) >0 for every |z| > Sp, x € RV,

where F(z,z) := [ f(z,t)dt.
Then, we have the followmg Theorem.

Theorem 1.9. Suppose hypotheses (V1)—(Va), (f1)—~(f2) and (f3) hold. Then there exist b* > 0 and
A* > 0 such that (1.1) has a positive solution for every b € (0,b*) and A > A*.

It is not difficult to verify that, as a direct consequence of Theorem 1.9, versions of Theorems 1.2-1.4
hold under (f3):

Theorem 1.10. Suppose hypotheses (V1), (Vs), (f1)~(f2), and (f3) with So = 0 hold. Then there
exist b* >0 and A* > 0 such that (1.1) has a positive solution for every b € (0,b*) and A > A*.

Theorem 1.11. Suppose hypotheses (V1), (Va4), (]?1), (f2) and (f3) hold. Then there exist constants
b* > 0, A* and p* > 0 such that (1.1) has a positive solution for every b € (0,b*), A > A* and
0O<p<pt.

Theorem 1.12. Suppose hypotheses (V1), (Vs), (J/‘\l), (f2) and (f3) with Sy = 0 hold. Then there
are constants b* > 0, A* > 0 and * > 0 such that (1.1) has a positive solution for every b € (0,b*),
A>A and 0 < p < ™.

Remark 1.13. The paper by de B. Silva-Soares [24] established the same conclusions for a semilinear
elliptic problem involving the Laplacian operator. More precisely, they considered only the case a =1,
b=0,p=2and s — 1~. Obviously, our results are more general than those of [21].

Remark 1.14. By the subcritical and Kirchhoff problem, we will use the following techniques:

(i) In order to prove Theorems 1.1-1./, we use the penalization argument explored by Alves-Souto
[4], which consists of a modification of the original problem such that f to be controlled by a
function at infinity.

(ii) Next, we use the Fountain Theorem to obtain the multiplicity of solutions.

(ili) When p < 0 < 2p, the mountain pass geometry and the boundedness of the (PS).- or (C).-
sequence {uy }nen is very difficult to prove by a standard argument. In order to show Theorem
1.9, we also use the truncation technique in Zhang-Du [55] to prove the boundedness of (C).-
sequences and later we prove that every (C).-sequence contains a convergent subsequence.
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This paper is organized as follows. In Section 2, we give a detailed description of the properties
of the function space defined by the energy functional. In Section 3, considering the case 6 > 2p,
we introduce the version of the penalization argument used for proving our results and establish the
existence of a positive solution for the penalized problem. Then we present an estimate for the L>°
norm for the solution to the modified problem. Finally, we obtain the positive solution of the original
problem and the multiplicity of the solutions. In Section 4, when p < 8 < 2p, we provide the proof of
Theorem 1.9.

2. PRELIMINARIES

In this section, let us first recall some basic results related to the fractional Sobolev spaces. Let
u: RN — R be a measurable function. We say that u belongs to the space W*P(R¥Y) if and only if
u € LP(RY) and

|u(z) —u(y)|”
[ WSPRN) /AQN |.’1?—y|N+5p dSCdy<OO

The space W*P(R¥) is a Banach space endowed with the following norm

1

P

leallwesceny = [l vy + [0y an)]

1
Moreover Lf(RY) denotes the Lebesgue space with norm |u[p:@y) = (fpn [uldz) " for 1 <t < oo.
Then, W5P(RY) — LY(RY) is continuous for any t € [p,p?], that is, there exists a positive constant
C such that

[ulpeyy < Cullullyer@yy  for all u € WHP(RY). (2.1)
For detailed properties of W*P(RY), we refer the reader to the work of Di Nezza-Palatucci-Valdinoci

[26].

Now let E be the subspace of W*P(RY) defined by
E= {u € WP(RYN) : / V(z)ulP dz < oo} :
RN

Under the hypothesis (V;), we can introduce a new norm || - || on E given by

Jull = ey = [alilyemy + [ VP s
]RN

Lemma 2.1. Let s € (0,1) and p € (1,00) be such that N > sp. Under the hypothesis (V1), the
embedding E — W*P(RY) is continuous in such a way that E is a Banach space that is continuously
embedded into L*(R™) for all t € [p,p%]. In particular, there exists a constant Cy > 0 such that

[u|peyy < Cillull - for allu € E.
Ift € [1,p}), then the embedding E —— L'(Bg) is compact for any R > 0.

Proof. Since the result is trivially verified if V' > 0 in RY, it suffices to suppose that Q # (). Given
u € WP(RY), we may use Holder’s inequality and the estimate |u\’£p:(9) < ‘Sfl[u]gvsyp(RN) to get

S\ B
/ |u|P da < (/ ||Ps da:) (/ 1% dx)
Q Q Q
=12 ¥ |l o (2.2)

_ ¥
=73 [U]Ws P (RN)

From (V7), there is @ > 0 such that

S
1 > -
;Ielsfz V(z) > —a> aF (2.3)
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Then, we may invoke (2.2) to obtain

alul?, . +/ V@)|ulPde > (a— o ¥ [u]? > 0.
wer®N) T = S Wep (RN)

Consequently, the first part follows.
Now, fix R > 0 and note that

u(z) — u(y)|? )i
ull, + dxd
(| Iz (Br) //BRXBR \$—1/|N+ps Y

is an equivalent norm on W*P(Bpg) and the embedding E — W*®P(Bg) is continuous. By Corollary

7.2 of Di Nezza-Palatucci-Valdinoci [26], the embedding W*? (Bg) << L'(Bg) is compact. Thus,
the embedding £ << L!(Bg) is also compact by the first part of the Lemma. This proves the
assertion. 0

Remark 2.2. In this paper we take o = 0 and = () whenever V> 0 in RYN. Note that in this setting
the above estimates are satisfied for those values of a and €.
The Euler-Lagrange functional associated with (1.1) is given by
a

b
D(u) = ;[u]@vsyp(RN) + W ([ ulfy., o ]RN) / V(z)|ul? dz —/ F(z,u)dz forallue€ E.

From the conditions on f, it is easy to see that the functional ® belongs to C'(E,R). Now we give
the definition of solutions for problem (1.1).

Definition 2.3. We say that u € E is a weak solution of equation (1.1), if

(o JLL, s ) ([, MO0 o) et asan)
+/RN V(2)|ulP2up dz = /RN f(z,u)pde,
holds for any ¢ € E.

Moreover, since in Theorems 1.1-1.4 we intend to prove the existence of a positive solution, we let
f(z,2) =0 for every (z,2) € RY x (—o00,0].

3. THE CASE: 6 > 2p

3.1. The penalized problem. In this section, we adopt a version of the penalization argument
employed in Alves-Souto [4]. To this end, for § > p and R > 0 given by conditions (f3) and (Vs),
respectively, we take k = pf/(0 — p) and consider, for every (x,z) € RY x (0, c0),

i —iV@)Pt it kf(z,2) < =V()|zP7Y
flz,2) =4 f(z, 2) if —V(2)|z|P~! <kf(x,2) < V(x)|z|P~
TV (@)|zP7t, ifkf(x,2) > V(2)zP L
Furthermore set f(z,z) = 0 for every (z,z) € RN x (—o0, 0], and define
f(z,2), for (z,2) e RN xR, |z| < R;
g(@,z) = N
f(x,2), for (z,z) e RN xR, |z| > R.

A direct computation shows that g is a Carathéodory function and the following hold

g(x,z) =0, for (z,2) € RN x (—o0,0];

g(z,z) = f(z, 2), for (z,2) € RN x R, |z| < R; 3.1)
l9(z, 2)| < | f(=,2)], for (z,2) € RN x R; .
l9(z,2)| < £V (2)|z[P71, for (z,2) € RN x R, |z| > R;
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and
{G(m,z) = F(x,2), for (z,2) € RN x R, |z| < R; (3.2)
G(z,z) < pikV(av)|z|p7 for (z,2) € RN x R, |z| > R; '
where G(z, 2) == [ g(x,t)dt.
The auxﬂlary problem that we will consider is the following one:
(o [ Rt ) A V@ =g wRY

ue k.

Remark 3.1. Observe that any positive solution u of (3.3) that satisfies k|f(x,u)| < V(x)u[P~1 for
|x| > R is a solution of (1.1).

Due to (3.3), the associated Euler-Lagrange functional Z: £ — R given by
a b 2 1
I(u) = ;[u]@vs,p(RN) + » ([u]ﬁ[,s,p(RN)) + };/ V() |ulP dz — /RN G(z,u)dx
is well defined and of class C1 E,R) and its Gateaux derivative is

T'(u)o = <a+b//Rw x_y|N+i)|pd dy>
(//sz — u|z)_|p QJ&L?) ) (v(z) = v(y)) dx dy) (3.4)

+ V(x)|u|p72uvdm—/ g(z,u)vde,

RN RN
for all u,v € E. Therefore, it is easy to see that the solutions of (3.3) correspond to the critical points
of the energy functional Z.
Under our assumptions, we can show that functional has the mountain pass geometry.

Lemma 3.2. Suppose V satisfies (V1)-(Va) and f satisfies (f1)—(f3). Then, the following hold:

(1) There exist 8, p > 0 such that Z(u) > B for every u € E such that ||ul| = p;
(2) There exists a function e € E with ||u|| > p, such that Z(e) < 0.

Proof. The proof for (1) is standard and follows well-known arguments. We give a proof for the case
Q2 #0. By (V1) and (Vz), Q C Bg(0) and V(x) > 0 for every |z| > R. Note that, by (f1)-(f2), it
follows that for each n > 0, there exists C),, > 0 such that

|F(x,2)] < nlzP + Cylz|Ps for every (z,2) € RY x R.
Thus, there are positive constants di = dy (R) and da = da2(n) such that

/ F(z,u)de < ndq||u||? + da|
Br(0)

for all u € E. (3.5)
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Then, combining (2.3) with (3.2), we obtain

a. .p b » 2 1 »
Z(u) = *[U]W.;,p(RN) + % ([U]WSJ,(RN)> + ;~/]RN Vi(x)|ulP de — /]RN G(z,u)dz

1
[u]@vs)p(RN)—i-f/ V(m)\u|pdx—/ G(z,u)dz
D JrN RN
1

1
ul? ., —l-f/ V(z updx—/ F(z,u)dr — — V(z)|ulP dz
By 5 [ V@Par= [ R [ v

alQFY |, k-1 )
(1 - aS > [U}W&IJ(RN) + pik /RN\Q V($)|u‘ dx — LR(O) F(:c,u) dx

(il + [ VCras) = [ Plau)as
RN Br(0)

= daJu? / F(e,u) de,
Br(0)

Y

v
VI VIeVIST

vV
IS
@

sp
where d3 := min {1 <1 - ale’) ,k_kl} From the above estimates (3.5) and (3.6), one has
P a P

T(u) > ds||u||? — ndi|jul|? — da||u|P*  for every u € E.

Using the above estimate and taking n > 0 sufficiently small, (1) follows by finding appropriated values
of B,p>0.

On the other hand, by hypotheses (Vi)—(V2) and taking Vo, = 0, if Q # (), we suppose that
B,,(z9) C Br(0) and V(z) < V., for each z € B, (xg). Note that, by (fz) and (f5), there exist
constants C1,Cy > 0, depending on ¢, such that

F(x,2) > C1]z]° = Cy  for every (z,2) € By, (x0) x [0,00). (3.7)
Then, considering a nonnegative function ¢ € E \ {0} such that supp(¢) C By, (xo), we obtain
at? bt?»

2
p P
Z(16) <~ [0lhveniy o + gy (Fveo(myeon)

+ tp/ Veo|#|P da — / F(z,t) dz,
By (x0) By (z0)

for every ¢t > 0. Combining (3.7) with (3.8), we have

at? ., b oo 2 »
T(t6) < 18Ry ooy + 5 (o) +t Vaolol? da
p p By (z0) (3 9)

—Clte/B ( )\¢|de+Clero($0)|7
ro (L0

which implies that Z(t¢) — —oo ast — +00, since 6 > 2p. Hence, taking e = t¢, with ¢ > 0 sufficiently
large, we have that |le|| > p and Z(e) < 0. The proof is complete. O

Consequently, using a version of the Mountain Pass Theorem (see Willem [417]), there exists a (PS).
sequence {u, tneny C E such that

Z(uy) ¢ and  Z'(uy,) — 0,
where the minimax value c is given by

c:= inf sup Z(v(1)),
Y€l tefo,1]

with
I'={yeC([0,1], E) : v(0) =0, Z(v(1)) < 0}.
Lemma 3.3. There exist constants 81, B2 > 0, such that 51 < ¢ < Bs.
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Proof. Note that by Lemma 3.2, ¢ > 8 > 0, and we take 81 € (0, 8). On the other hand, fix ¢ € E\{0}.
Then, for all ¢ > 0, as in (3.9) we can get

(o) < Ly +@([ i )2+tp/ Vil lP da
©) < v won gy (Pwer(a,y o BrGo)

— Clte/ lpl? dz + Cy | By, (z0)| = —o0,
Bry (z0)
as t — +o0o. Thus, if B2 =: max;~0Z(t¢) > 0, it follows from the definition of ¢ that ¢ < 2. The proof
is complete. O

Lemma 3.4. The sequence {uy, }nen is bounded in E.

Proof. Note that by (f;) and (f3), there exists a positive constant C' = C(R) such that

%f(1'7 2)z — F(z,2) > —C for every (z,2) € RN x R. (3.10)
Hence, it follows from (3.1), (3.2) and (3.10) that
1
¢+ on(1) =Z(un) — GI/(un)

_l’_
boob\ (0 2
( - ) Ws P(RN) + (2p 9> ([U]Ws,p(RN)>
L(11
0

/ V(@)[unl? dz — C|Br(0)
]RN\BR(O)

> K (alilfys + [ V@l dz ) = ClBRO)]

where

1 1 (0—p)Op—10
K:min{—,( p)(p2 —|—p)}>0.
p 0 (0p)
Consequently, by a > 0 and 6 > 2p, we obtain
¢+ on(1) 2 Kllun[|” — C|Br(0)],
which means that {u,},en is bounded in E. O

Remark 3.5. Note that by Lemmas 5.3 and 3./, there is L > 0 such that ||u,|| < L for every n.
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By Lemma 3.4, the embeddings of E in W*P(R¥) and the Sobolev embedding theorem, up to a
subsequence, we may suppose that there exists u € E such that

Uy — u weakly in F,
u, — u strongly in L! (RYN), for all t € [1,p}), (3.11)
up(z) — u(z) a.e. z € RV,

Now we give several useful conclusions.

Lemma 3.6. Assume that conditions (f1)—(f3) and (V1)—(V2) hold. Then for any € > 0, there ewists
r=r(e) > R >0 such that

(a)
. |un (@) — un(y)l” p)

lim su a ————dy+V Up, dz < ¢ 3.12
n—>oop AN\BT ( /]RN |1‘ - y|N+sp ( ) | | ( )

(b)
lim sup / V(@) (|tn [P~ 2w — |uP2u) (up — u) dz = 0; (3.13)

n—oo JB,

()

U, —u  strongly in L'(RN)for all t € [p,p?). (3.14)

Proof. First, we consider r > R and a function ¢ = ¢, € C§°(B¢) such that ¢ = 0 if z € B,(0),
¢ =1if 2 ¢ By (0) with 0 < ¢(z) < 1, and [Vip(z)| < &, where C is a constant independent of r, for
all z € RY. As {u, }nen is bounded in E, the sequence {tu, }nen is also bounded. This shows that
I'(un)(Yup) = 0,(1), namely,

(aeru [un( (y)|p1/)(x)dmd + V(z)|un Py dz
) [ |x— PRET YT Jgu VN

=o0,(1) + /]RN g(z, un)Yu, de — (a + blun]py .. p(RN)>
" // [t () — un (P2 (un(7) — un(y)) (P(x) — P(y))
R2N

|z —y| Ve

un(y) da dy.

Then, by the definition of 1/1 and (3.1), we obtain

[t (2) = un(p)” L e
//1@21\! |x—y‘N+9p oot V@) drdy + (1 k)AN V(z)|un|Pd
S On(l) - (a + b[u’n]WS.p(RN)) (315)
//RQN [un () — un(y) [P~ 2|( n(®) — un(y)) (¥ (2) —¢(y))un(y) de dy.

T — |N+sp

Due to the boundedness of {uy }nen in E, we can suppose that a + b [un]gvsyp(RN) — £ € (0,00). From
Lemma 3.4 and Holder’s inequality, we get

‘ [ et n ()P () —un )W) =), o

|z —y|Nep

’ v
: C(/‘/RZN |l‘_y|N+9)p| |Un(y)|pdxdy>

(3.16)
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In addition, by the definition of ¥, Lemma 3.4 and the polar coordinates, it follows that

.. |x—y|N+si' (o) do ly
— YY)
/RN /y $‘>r |x— |N+sp |un )|pd$dy
[(x) = ()P
/R / I< |:E— o —y| Nt |t ()P de dy
N Jly—z|<r

<C o | (2) [P </|y—a:>7“ x_j|y]\7+9p> dz
+ rgp - |un (z)|” (/yx|<r Mi\%) dz

< C«/RN ()| </|Z|>T W%iép) dx (3.17)
s wm@r (/ HJi) da

< C/ |up (2) [P da (/Oo pii) +SJ/RN [un(z)? dz </0T pspCZH)

= /\un< >\Pdw+0 */ [ (2)|P da
rspP RN RN

C
G [l s
C

rsP
as r — oco. Using (3.15), (3.16) and (3.17), we conclude that (3.12) is verified.

On the other hand, since u,, — u in L*(B,.), for all ¢ € [1,p?), by Lebesgue’s Dominated Convergence
Theorem, we obtain that

IN

— 0,

n—oo Br

lim V(x)|un\td3::/ V(@)|ul de,
B,

which shows that (3.13) holds. The proof of part (b) is finished.
In particular, it follows from (3.12) and Fatou’s lemma that

0 (2) — w0 (3)” )
a ———>dy + V(2) |lu, dr < e. 3.18
/RN\B,< / =y 4 v @) (3.18)

For any n large enough, by (3.18), we obtain
|, — U|’£p(RN)

= Jun =l ) + lun = Ul @ny g,

< et fun —ulpp@e\p,)
1
<e+ — V() jup, — ul’ dz
Vo Jrw\B,
|(un (@) — u(z)) — (un(y) —u(y))
<e+C (a/ dy + V(x)|u, —ul? ) do
RN\ B, RN |x7y|N+sp ( )l |
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where Vo = inf,cgn\ g, (0) V(2) > 0. This implies that u,, — u in LP(RY). Then, by interpolation, we
have that (3.14) holds, which shows part (c). O

Lemma 3.7. Assume that conditions (f1)—(f3) and (V1)—(V2) hold. Then the functional T satisfies
the (PS). condition.

Proof. The proof is based on the proofs of Lemmas 3.4-3.6. Indeed, from Lemma 3.4 and the growth
assumptions on g, we have that

/ (92, n )i — 9(2, w)) (up — ) da
RN

-1 -1
< (|un|ip(RN) + |u|ip(]RN)) |un - u|LP(RN)

-1 —1
+C (|un|qu(RN) + \u|%q(RN)) |ty — u|Lq(]RN)
< Clun = ulpp@ny + Clun — ulpo@n),

where ¢ is given by (f3). The above estimate and (3.14) provide
lim (9(x, up)upn — g(z,w)u) (un, —u)dz = 0. (3.19)
n—oo RN
Now, we prove that [|u, — u|| — 0, as n — co. Consider ¢ € E to be fixed and B,: E — R the
linear functional on £ defined as

_ (@) — eI (p(@) — p(y) (v(2) —v(y) or all v
B, (v) := //RZN o — [ dedy forallveFE.

Note that, by Holder’s inequality, B, is continuous on E, which shows using u,, — u in E that

lim. ( (a + b[un]gvs,p(w)) - (a + b[u]@vs,p(w)) )Bu(un —w) =0, (3.20)
where we have that (a + b[un}gvs,p(RN)) - (a + b[u]%ws,p(RN)(RN)) is bounded in R. Moreover, since

up, = uin E, T'(uy,) — 0, and (3.14), we have that (Z'(u,) — Z'(u), u, — u) — 0, as n — oco. Then,
by (3.19) and (3.20), one has

on(1) = (') — T'(u),un — )

= (a + b[un]’évs,p(RN)) B, (un, —u) — (a + b[un]gvsyp(RN)) By (un — u)
+ ((a + b[“”]gvsvp(RNQ — (a + b[u]ﬁvs7p(RN))> B, (u, — u)
[ V@) (funl? ™ = ) (= ) da
— /]RN (9(z,un)un — gz, u)u)(u, —u)de

= (a+ blunllyegany ) (Bun (ttn = w) = Bu(uy = u))
[ V@l 2 = a2~ 0 ds 4 0,(0),

RN

and so,

lim ( (a+ unllyeogany ) (Bun (ttn = w) = Bulun — u))

n— 00
[ V@) (ual? 2 — a2 — ) dx) 0.
RN
Then, by the inequality
(Jz[P~ 2z = |y[P"%y) (z —w) >0 for all 2,y € R,



14 H. TAO, L. LI, AND P. WINKERT

it follows that
(a' + b[un]gvs,p(RN)) (Bun (up —u) = Bu(up —u)) >0,
and we also obtain
V(@) (Jtn P~ 2un — [ulP2u) (up —u) >0 if 2 € RV \ Q.
Thus we may invoke (3.13) to get
lim (a4 bfunlfy. vy ) (Bu (tn = 1) = Bt = w)) =0,

n—oo
(3.21)
lim V(@) (Junl?2un — [u[P~?u) (u, — u) dz = 0.
n—oo ]RN\Q
Let us recall the Simon’s inequalities [13] given as
€ =0l < cp (IEP726 =" ™*n) - (€ —m), ifp>2,
(3.22)

1€ —nlP < G, [(1€[7726 = [nP~2m) - (€ = )] (eP + [nP) P72, it 1< p<2,

for all £, € RV with positive constants ¢p and C, depending only on p.
Case (i): Suppose that p > 2. Then, by (3.21) and (3.22), it follows that

= ey = | / Jun(e) — un(y) — () + u(y)Ple — |~V drdy
<o [ [0 =t (i) = a0

— lu(@) — u(y)"~* (u(z) - u(y))
X (tn (@) = un(y) = u(@) +u(y)) |z —y| =" dzdy
= ¢p [Bu, (un — 1) = Bu(un —u)] = on(1).
Similarly, by (3.21), we obtain

V(z)|uy — ulP de < / V(z)|uy — ulP dz

RN RN\Q

In conclusion, ||u, — u|| — 0 as n — oo.
Case (ii): Suppose that 1 < p < 2. Since u, — u in E, there exists ¢ > 0 such that ||u,| < ¢ for
all n € N. Then, applying the following inequality

(a + b)(z_p)/2 < a2 L pC=P/2 foralla,b>0,1<p< 2,
it follows from (3.21), (3.22) and Holder’s inequality that

(2-p)/2
[t = Wy gy < Cp (Bu (1 = 10) = Bt = )" ([l vy + [y

< Cp (Bu, (un = u) = Bulun — )"’ ([uali2 000 + Wi 007
< C! (Bu, (tn — u) — By (un — u))”* = 0,(1).
Similarly, we also get that

V(z)|uy —ulPdz < / V(z)|uy — ulP dz

RN RN\Q
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Then, ||u, —ul| — 0 as n — oo. This fact implies that u,, — u strongly in E. O

Remark 3.8. Actually, in the proofs of Lemmas 3.2-3.7, we have only used (V1) and the fact that V
is positive on RNV \ Br(0). The decay of V at infinity is not needed.

As a byproduct of Lemmas 3.2-3.7 and the Mountain Pass Theorem (see Ambrosetti-Rabinowitz
[7]), there exists v € E such that

Z(u)=c>0 and Z'(u)=0,

which shows that u is a weak solution of problem (3.3).
Furthermore, v~ = min{u,0} = 0. Indeed, by the definition of u~, (3.4) and the fact u is a weak
solution to (3.3), we obtain that

which together with (3.1) and (3.11) ylelds
[u”(z) —u”(y)I” -
P P
[le=]| a//Rw |a:— e da dy + - V(z)lu™|Pda
2
:I/(U ) _b<[ ]Wsp(RN)) +/RN g(%u_)u_ dx

=-b ([u_]a/s,p(RN)f
<0.

This implies that «~ = 0. Since ¢ > 0, the function u is a nontrivial and nonnegative weak solution of
(3.3). Consequently, from a Moser iteration argument, we can prove that u € L>(RY) N CO(RY) (see
Lemma 3.11 below). Then, the by maximum principle (see Del Pezzo-Quaas [25]), we can get that u
is positive in RY. It remains to prove that u is also a positive solution of problem (1.1).

Let us denote

d ;= sup

[ at? bt2p
t>0

2
P [‘Zﬂw s, (Bp) + % (W]Z;[/s,p(BO))

+tP voo|¢|sz—clt9/ |¢|9dx+02|80|},

By By
where the constants C1, Cy are given in the proof of Lemma 3.2 and By := By, (o).

Lemma 3.9. Any solution u of (3.3) satisfies the estimate
lull” < K~H(d + C|Br(0))),
where C, K are given by the proof of Lemma 3./, respectively.

Proof. Note that, by (3.14), we obtain that ¢ < d. In addition, arguing as in the proof of Lemma 3.4,
we have

¢ > Klful|” = C|Br(0)]
Thus, [|ul|? < K~ (c+ C|Br(0)]) < K~'(d + C|Br(0))). O

Remark 3.10. If we suppose (f3) with So = 0, the estimate provided by Lemma 3.9 is independent of
R. Indeed, since in this case the constant C given by (3.10) is zero, we get ||ul|P < K~1d.
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3.2. A priori estimates of the solution of the penalized problem. In this part, we establish
an estimate for the L™ norm of the solutions w in terms of its LP: norm. Here, we shall consider
the problem (3.3) with V satisfying (V;) and g: RY x R — R a Carathéodory function fulfilling the
subsequent assumptions:

(g1) There exist R > 0 and k > 1 such that
1 _
o(a, ) < V(@)=
for all z € R, for all z € RN \ Br(0);
(g2) There exist a; > 0,a2 > 0, and ¢ € (p, p¥) such that
l9(2,2)] < a1]2|""" + as

for all z € R and for all z € RV,

Note that for (V1) and (g1) we have that Q C Bgr(0) whenever Q # ). For our problem, we shall adopt
some ideas found in Alves-Souto [4] and Ambrosio-Isernia-Radulescu [14].

Lemma 3.11. Suppose (Vi) and (g1)—(g2) hold. Let uw € E be a solution of problem (3.3), then
u € L®(RYN) and

|U‘LOO(RN) S M.
Proof. Tt is sufficient to prove that ut € L>(RY). In addition, we shall prove the lemma under the

hypothesis Q # ().
For each L > 0, let uy, := min {u, L} and denote the function

Uu) ==Ll o(u) = uui(o_l) ek,
with ¢ > 1 to be determined later. Note that ¢ is increasing, thus we have
(a —b)(l(a) — €(b)) >0 for any a,b € R.

Consider the functions

t|P K
Q(t) == B ana L(t) = / (¢(7)) v dr,
p 0
and note that
1
L(u) > —uug ' (3.23)
o
Hence, from (2.1) and (3.23), we obtain
- a1,
[ﬁ(uﬂng,P(]RN) > C* ! ‘ﬁ(u) Zzpj (RN) 2 C* 1g'uuL ' ip:, (RN)* (3'24)

In addition, for any a,b € R, it holds
Q'(a—b)(l(a) = £(b)) = |L(a) — LD)I.
In fact, suppose that a > b, it follows from Jensen’s inequality that

Q'(a —b)(¢(a) — £(b)) = (a — b)P~' (£(a) — £(b))
=(a—b)P~ /b O(T)dr
=(a—bP! "(T))Pdr
== [y
> (/b E/(T)dT)
—(L(a)— L

(£ ()"
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A similar argument holds if a < b. Thus, we infer that
|L(u)(z) — L{u) ()
< Ju(w) = u(y) P (u(@) - u(y)) (u@)d" (@) - u@m)ul V).
Using ¢(u) as the test function in (3.3), in view of the above inequality and (g1), we get that

alL(W)]E s pipny T V(m)|u|pup(g_l) dx
Wep(RN) n L

<a dx dy

Il [u(z) = u(y) P2 (u() ~ u(y)) (w@)l® (@) - um)ud D)
R2N

|z —y|NHep

w(x) —u(y) P2 (u(z) —u w(@)u D (2) — up (y)ul Y
TR~ //Rw u(z) — uly) [P (u(z) (T/;Z)E 25|1\)f+§p () —un(y)u,” " (y)) dedy

—|—/ V(x)|u|pu1£(a_1)dm

RN

:/ g(x,u)uui(a_l)dx
RN

_ 1 o
S/ \g(x,u)\uui(g D dz + 7/ V(x)|u|pu1£( Y dz.
Br(0) k Jex\Br(0)
By the fact that Q C Br(0), we have

o— k—1 o
ALy ey + [ V@)uPuh ™ do+ = V(@)|uPuh " dz
w R L I
(&) Q k RN\Q

< / lg9(a, w)|uuf "V da,
Br(0)
which leads to

Ly < [

gt do+a [ i da,
Br(0) Q

where « is given by (2.3). The above estimate and (3.24) provide

|uu2*1 ZL)})_’; (RN) S JpC* [’C(u)]?/[/s,p(RN)

O'pC* / (o—1) p(o—1)
< lg(, u)|uu? dx—i—a/ |u|Pu dz
a < Br(0) L Q L (325)

< CoP / |g(x,u)|uu’£(o_1)dx+a/\u|pu’£(o_1)dx .
Br(0) Q

On the other hand, by the growth assumptions on g and (3.25), it follows that

o— (o—1)
luug P, < Co? (al/ )90l dz
L Tpes (V) Br(0) L

+ (12/ w7 da + a/ ufPub Y dm).
Br(0) Q

Applying Hoélder’s inequality, we have that

(3.26)

q—p pi—(a—p)
ToF - oF

* Ps PPy Ps
/ |u|qui(0_1) dx < / uPs dx / (uuz_l)ﬁ*(qw) dx ,
Br(0) Br(0) Br(0)
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pit—(a—p)
p3

/ uu?]i(afl) da < |BR(O>|% / (uu;z(o'fl))pgf(éq‘fp) dx ,
Br(0) Br(0)

—(a—p)
[

_ PPy
[ ae < i ([ g 0 ,
Q Br(0)
pps

where p < e < pt. Since u > uy, in RY, using Holder’s inequality one more time, we have
pi—(a—p)

/ |u\qu’2<“*”dxs/ wida| / [
Br(0) Br(0) Br(0)

/ uui((’*l) dr < |BR(O)|% / (uup(afl))ipgf(f,fp) dz ,
Br(0) Br(0)

plo—D+1 P5—(a—p)
q— p+p 1 ps—(a—p) ppio pe s
< |BR( )| po Py |’LL pi—(a—p) dg
Br(0)

ps—(a—p)
Ps—la7p)

- ppLo Ps
/ |u‘pui(”—1> dz < |Q‘qp,’;p / |u| =) da ,
Q Br(0)

which together with (3.26) implies

< Co? (aglullg- + asfulsly V) < Co? (Jufpg. + e ),

and

—(a—p)

ppio 3
ri—(a—p) dg ,

and

[ul?

et L7 (RN) ca* oar
where
q9—p
P * P q=p a=p | p=1
af = ———=—, ag=a / uPs da +alQ P and a4 = as|Br(0)] PF T oTe.
Ps — (q - p) Br(0)

Now, taking o = p¥/a*, we have

po 1)+1
< Co? (Ju: o, + ).

"U/ L:D (RN)

LPE7 (RN)

and replacing o by ¢/, j € N, in the above inequahty, we obtain that

o ol —1)+1
| ‘ip *od (]RN) — CO'JP (|u| RN) + | |p( RN)) ) :
Then, by an argument of induction, we may verify that
1 1,1 4 41
| |Lp 509 (g <0‘f’+ T+t (pC+1) PR e D) (1+‘U|LP§(RN))’ (327)
for every j € N. Note that

1 1 >~ @
i o—1 ™ ;0‘ 0—1)

Since o > 1, passing to the limit as j — oo in (3.27), we may infer that u € L>(RY) and

Jj=1

ulzoo @y < o@D (pC + 1)7-T (1 + [u] 1oz (gvy)- (3.28)
From (3.28) and the argument used at the end of the proof of Lemma 2.8 in [14], we can conclude that

ue L®(RN) N CORY). 0
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Lemma 3.12. Suppose (V1) and (g1)—(g2) hold. Let u € E be a solution of problem (3.3), then

(N—sp)/(p—1)
u(z)| < M (R)

2] for all z € RN and for all |z| > R,
x

where R > 0 is given by (g1) and M is given by Lemma 3.11.
Proof. Let v € C> (RN \ {0}) be the function

(N—sp)/(p—1)
R
v(z) =M () ,
||

for each € RN. Moreover, since W is s-harmonic (see for instance Bucur-Valdinoci [20]),
it shows that (—A)3v =0 in RN \ Bg(0). Obviously, by Lemma 3.11, we obtain the inequality

R\ (V-s)/ -1
) —v(z) forall 0< |z <R

u(w) < ulpeemyy < M <|x
Next, we define the function
(u(@) — ()", if |2l > R,
0, if |2| < R,
Since (—A)$v =0 in RV \ Bg(0), wt € E,w*(x) = 0 for every |z| < R, and w > 0, it follows from
(g1) that
(a + b[er]ng,p(RN)) [w+]€vswp(]RN) :/R g(aj,w+)w+ dx — /RN V(:L') |w+}p dz

N

< (1 - 1) / V(z)wt|Pdz
k RN\Br(0)

)
w (@) = {(u(x) — o)t el 2 R
0 if 2] < R,

we can also get —u(x) < v(zx) in |z| > R. Thus
R\ W=sp)/(p=1)
lu(z)| < M <|) for all z € RY and for all |z| > R.
x
The proof is complete. O

3.3. Existence results for problem (1.1). Now we present the proofs of Theorems 1.1-1.4.

p

Proof of Theorem 1.1. From Lemmas 3.2-3.9 and the estimate |u[p»; o) < S’l[u]WS,p(RN),

problem
(3.3) has a positive solution u € E, which satisfies

=

[ul o vy < € 1= [K (a8 = al@ ¥) 71 (d + C|BR(0)])]
where C, K and d are given by Lemma 3.7. Next, using the hypotheses (f1), (f2), there exists a constant
C > 0 such that

|f(x,2)] < C|z[?"Y for all |z| > R.

Therefore, it is enough to show that an appropriate u satisfies the inequality

(N—sp)(9—p)
R\ »T
W <coMO-P) <|$|) for all |z| > R.
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(N—sp)(9—p)

Fixing A* = kCMW=P)R™ =1 and A > A* > 0, it follows from (Vs) that
1
|f(z,u(x))] < EV(m)|u(m)|p*1 for all |z| > R.
This shows that u is a positive solution of (1.1). The proof of Theorem 1.1 is complete. O

When (f3) holds with Sy = 0, we may provide a relation between the parameter in hypothesis (Va)
and the value of R.

Proof of Theorem 1.2. Since f satisfies (f3) with Sy = 0, we may invoke Remark 3.10 and (3.28) to
infer that the constants C' and M, do not depend on the values of A and R. Consequently, supposing
that (V3) holds, the argument used in the proof of Theorem 1.1 shows that problem (1.1) has a positive
solution for every A > A* = kCMY=P. The proof is complete. g

Proof of Theorem 1.3. As (]?1) shows that (f;) holds, we may exploit the arguments used in the proof
of Theorem 1.1 to infer that problem (3.3) has a positive solution v € E. Fixing 0 < ¢ < ¢, from (f1)
and (fy) we may find C' > 0 such that |f(z, 2)| < Ce=/121" Consequently, we may obtain

(N—=sp)9

\flz,u(z))] < Ce # Izl """ for all |z| > R,

_ap\ D
where p* =</ <MRA1[>*1 ) . Thereby, fixing 0 < p < p*, A* = kC and A > A* > 0, it follows from
(V4) that

1
fu@)] < V@@ for all 2] > R
This shows that u is a positive solution of (1.1). O
Proof of Theorem 1.4. The proof is analogous to Lemma 1.3, we omit it here. g

3.4. Multiplicity of Solutions. In this subsection, we give the proof for the multiplicity results.
Before we prove Theorem 1.5, let us recall the following version of the Fountain Theorem which can
be found in Willem [47].

Theorem 3.13. Let X be a Banach space with the norm || - || and let X; be a sequence of subspace of
X with dim X; < oo for each j € N. Further, X = jen Xj, the closure of the direct sum of all X;.
Set Yy, = @?:0 Xj, Zr, = @j2y X Consider an even functional I € CHX,R) (i.e. I(—u) = I(u) for
all u € X). Suppose, for every k € N, there exist p > ry, > 0 such that

(A1) ax = mak, ey uf o L() < 0;

(A2) by :=inf,ez, jjufj=r, {(u) = +00, as k — oo;

(A3) the Palais-Smale condition holds above 0, i.e.any sequence {un}nen in X which satisfies

I(uy,) = ¢ >0 and I'(u,) — 0 contains a convergent subsequence.

Then I possesses an unbounded sequence of critical values.

To apply the Fountain Theorem, we still consider the odd extension of the function §: RN xR — R,
which is a Carathéodory function satisfying
g(z, 2) = f(z, 2), for (z,2) € RNV x R, |z| < R;
lg(z, 2)| < |f(z,2)], for (x,2) € RNV x R;
19(x,2)] < £V (2)|zP7E, for (w,2) € RN x R, |z| > R;
and
Glx,z) = F(x, 2), for (x,2) € RN x R, |z| < R;
{G’(w,z) < pikV(x)zp, for (z,2) € RN x R, |z| > R;
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where G (z,2) := fo x,t)dt. The symmetric version of the auxiliary problem that we will consider
is the followmg

P
(a + b// |x |N+3p| dz dy) (—A), u+ V(z)|uP~2u = g(z,u) inRYN,
R2N -

u € F.

(3.29)

Observe that any solution u of (3.29) satisfying k| f(x,u)| < V(z)|u|P~! for |z| > R is a solution of
problem (1.1).

Moreover, the associated Euler-Lagrange functional I:E—R, given by
A a b 2 1 A
I(u) = E[u]gvs,p(RN) + % ([u]’;w,p(RND + , /RN V(z)|ulP de — /RN G(z,u)dz

is of class C'(E,R) and the critical points of Z are weak solutions of (3.29). By assumption (fg), we
know that Z(0) = 0 and 7 is an even functional functional.
We choose an orthogonal basis {e;} of X := E and define

Yy :=span{ey,...,ex}, Zi:= Yk{I.
In addition, to complete the proof of our result, we need the following Lemma.
Lemma 3.14. Suppose that (V1) holds. Then for p <t < p¥, we have

B = sup lullpe(Br) — 0, Kk — oo.
uEZk,||lullp(Bg)=1

Proof. 1t is clear that 0 < Bry1 < Bk, so that g, — 8 > 0, as k — oo. For every k € N, there is
uy, € Zy, such that ||ug|pe(pg) > %" and ||uk||p(gr) = 1. By the definition of Z, we can obtain that
ur — 0 in E. By Lemma 2.1, the Sobolev embedding theorem implies that uy — 0 in L*(Bg). Thus,

taking k — oo, we have proved that 8 = 0, which completes the proof. O
Next, we will verify that the functional 7 satisfies the remaining conditions of Theorem 3.13.
Lemma 3.15. Suppose (V1)—(Va) and (f)—(f3) hold. Then the functional I satisfies (Ay).

Proof. As in the proof of Lemma 3.2, we consider By := By, (z¢) C Br(0) such that V(z) < V for
every z € By, and take a function ¢ € Y \ {0}, such that supp(¢) C By, (xg). Then,

X at? ., bt oo 2
I(tg) < ?[Qﬂws,p(go) o ([¢]Ws,p(30)>
+ P Voo|¢|pdx—6’1t9/ |9|® dz 4+ C4 | Byl ,
By By

where C1,C5 are given by (3.7). Since on the finite dimensional space Yj all norms are equivalent,
0 > 2p shows that

ar = max Z(u) <0,
u€Y,||ull=pk

for some p > 0 large enough. O
Lemma 3.16. Suppose (V1)—(Va) and (f)—(f3) hold. Then the functional T satisfies (As).

Proof. As in the proof of Lemma 3.2, we consider the case Q # (). By (V1) and (V3),  C Br(0) and
V(z) > 0 for every |z| > R. From (f;)—(fz), we get

f(u) > dsllul|? — ndi||ul|P — da(n)||u p:, for all u € Zy,

where dy,dy are given by (3.5), and d3 := min {117 (1 - ag'f) , kpk } > 0. Then, we have

T(u) > dalul? — do() B2 [[ul|P*,  Vu € Z,
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for enough small > 0 such that dy = d3 — nd; > 0. Using the above estimate and choosing
</ (p—p7)
— /Bis s

, we have

by := inf

UE Ty, ||ull=rk

= inf  I(u)lp,+ _inf  Z(u)lp

UEZ, ||lull=rk UEZ, ||lull=rk
> inf Z(w)m,

T u€Z,|lull=rk

PPy

(da — da(n)) By 7.
Since, by Lemma 3.14, 8, — 0 as k — oo and p} > p, we obtain

v

b — +oo.
Thus, (As) is proved. O

Proof of Theorem 1.5. Let E = Y3, @ Zi. By (fs) and Lemma 3.7, the functional 7 satisfies the (PS),
condition, and 7 satisfies (I3). Then, Lemma 3.15 and 3.16 imply that all conditions of Theorem 3.13
are satisfied. Thus, from the Fountain Theorem, problem (3.29) possesses infinitely many nontrivial
solutions by using the estimate provided by Lemma 3.12. Hence, problem (1.1) also possesses infinitely
many nontrivial solutions. (]

4. THE CASE: p< 60 <2p

4.1. The penalized problem. In this section, we study the existence of a positive solution for (1.1)
in the case p < § < 2p. For this, we first define a cut-off function ¢ € C*([0,),R) (see Zhang-Du
[55]) which satisfies

1, 0<t<1,

0, t>2,
<(t) = /

max¢>o |< (t)‘ < 27 t> 07

¢'(t) <0, t>0.

Moreover, using ¢, for any T > 0, we then define the truncated functional ZI (u): E — R by

a

b P 2
ZE(0) = Sllyna) + 356 (L) (o)

—&—1/ V(x)|u|pdx—/ G(z,u)dz.
D JrN RN

By a standard argument, we can infer that Z] € C!'(E,R) and its Gateaux differential is
(7)) (w)v
u(z) — u(y) P2 (u(z) — uly
o ] b et - >>(U(x) ) dedy

|z —y|NHPs

Jul ) P2(u(z) ~ u(y))
w00 () e [, =D =M ) o) vy

s (M) ([, M= “|x)_'p A=) 4 (0) — o(0)) ey

2
—2 -2
+ / V@l uvdxdy) (0o ny ) + / V@l uvde dy - / g@updz,

for all u,v € E. With this penalization, by choosing an appropriate T' > 0 and restricting b > 0 small
enough, we may obtain a Cerami sequence {uy }nen of Z] satisfying |Ju,|| < T, and so {u,} is also a
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Cerami sequence of 7 satisfying ||u,| < T. Also, we are able to find a critical point u of IbT such that
|lu|| <T and so u is also a critical point of Z.
In order to obtain the critical point for IbT , we show that IbT satisfies the mountain pass geometry.

Lemma 4.1. Suppose (V1)~(Va), (f1), (f2) and (f3) hold. Then, we have the following:
(I) For any T >0 and b > 0, there exist 3,p > 0 (independent of T and b) such that I} (u) > j3
for every u € E such that ||u|| = p;
(II) There ezist b > 0 and a function e € E with |[u|| > p, such that for each T > 0 and b € (0,b),
we have I (e) < 0.

Proof. Similar to the proof of (1) in Lemma 3.2, we also give a proof for the case  # (). By (Vi) and
(Va2), Q € Bgr(0) and V(z) > 0 for every |z| > R. Then, by (f1)—(f2), combining (2.3) with (3.5), we
also obtain

a

b P 2
77 0) = Sl + 96 (L ) (W)

1
—&—f/ V(x)|u|pdx—/ G(z,u)dz
P Jry RN
p:

> dylul]” — nd[[u]]” + dy

sp
1 17Q|Q|N k—

where dj, dy are given by (3.5), and d3 := min {p oS R } > 0. Using the above estimate

and taking 1 > 0 sufficiently small, the item (I) follows by finding appropriated values of 3, p > 0.

On the other hand, by hypotheses (Vi)—(V2) and taking Vo, = 0, if Q # (), we suppose that
B,,(z9) C Br(0) and V(z) < Vi, for each x € B,,(zg). We first define the functional J(u): E — R
by

a
I(u) = p[ Wsip(RN) / V(z)|ulP dz —/ G(z,u)
Then, by (3.7), we can choose a positive smooth function ¢ € E \ {0} such that supp(¢) C By, (x0),
to get
at?

316) < DM+ [ Vel o

B'r'() (10)

- Olt"/ - 6|° dz + Co | By (z0)| — —00,
o (Zo

as t — 00, since p < § < 2p. Thus, there exist tg > 0 large enough and e = ty¢ such that J(e) < —1
with ||e]| > p. Since

T [lell” 2 b 2
770 =30+ 56 (L) (o) = -1+ o (lfvenien)
there exists b = —22—— > 0 such that Z'(e) < 0 for each T > 0 and b € (0, b). Therefore, the proof

[e] 77, p@EN)
is complete. O

Remark 4.2. We point out that the function e € E \ {0} is a positive smooth function and does not
depend on T and b.

Next, we recall the following version of the Mountain Pass theorem which can be found in Ekeland
[27].

Theorem 4.3. Let X be a Banach space with its dual space X*, and suppose that ® € C*(X,R)
satisfies

max{®(0),P(e)} <p<n< Hlﬂlqu)( u)
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for some p <mn,p>0 and e € X with ||| > p. Let ¢ > n be characterized by

= inf D(w(t
o= 2y )

where I' = {w € C([0,1],X) : w(0) = 0,w(1l) = e} is the set of continuous paths joining 0 and e.
Then there exists a sequence {uptnen C X such that

D (up,) > c>n and (1 + [Jup]) [|®" (un)|x- = 0, asn — oco.
By Lemma 4.1, we consider the mountain pass value

el = inf sup T (y(t)),
7€l tefo0,1]

with
I'={yeC([0,1],E) : v(0) =0, y(1) =e}.

From Lemma 4.1 and Theorem 4.3, we deduce that for each "> 0 and b € (0, b)7 there exists a Cerami
sequence {uy, }neny C E (here we do not write the dependence on T and b) such that

Ty (un) = ¢ and  (1+ [lunll) [[(Z)' (wn)|[ . — 0. (4.1)

The above sequence is called a (C)CbT—sequence for .

Lemma 4.4. For each T > 0 and b € (0, b), there exist constants 31,31 > 0, such that B{ < ch < gf.

Proof. Note that by Lemma 4.1, ¢I > 8 > 0, and we take 8{ € (0,3). On the other hand, fix e as in
Lemma 4.1. Then, it is easy to see that

77 (te) < Ll Tt ([el” )2 +tp/ Voolef” da
o €)= = W (s, w0) T g \wer(B, @0) Balea)

- clt‘)/B ( )|e|9dx+C’2 | By, (x0)] .
ro (To

Consequently, there exists a constant 32 > 0 (independent of T and b) such that

cl < max T (te) < p7.

)

The proof is complete. O

In the following lemma, we shall show that for a properly chosen T' > 0, after passing to a subse-
quence, the sequence {u,}nen given by (4.1) satisfies ||u,|| < T, and so {uy}nen is also a bounded
Cerami sequence of T satisfying ||u,|| < T.

Lemma 4.5. If {uy}neny C E is a Cerami sequence satisfying (4.1), then, up to a subsequence, there
exists b* > 0 such that for any b € (0,b*), there holds

[un|| < T.
In particular, this sequence {un tnen is also a Cerami sequence at level cg for T, i.e.,

I(up) = ¢y and (14 [lun|) 17" ()]

g — 0.

Proof. Suppose by contradiction, for any T > 0, there exists a subsequence of {uy }nen (still denoted
by {un}tnen), such that ||u,| > T. We divide the proof into the two cases |u,|[P > 2TP and TP <
Junl? < 277.

Case (i): Assume that ||u,|? > 27P holds. By Lemma 4.4 and k = p/ (6 — p), we have

By +1>cf +1

> IbT(un) - %(Ig)/(un)un
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b b LlP 2
B (; - Z) [enlye vy + <2p - o) ‘ (HZWH ) ([U”WWRN))
b nllP 2 1 1
(5 e () (1) v
1
+/]RN (ag(m,un)un - G(x, un)) dzx
(; - Z) [ty vy +( )/ V(@)|un|? dz

1 -0
—f(x, up)un, — F(z, un)) de+2°7 V(z)|un|P dz
/BR(O) (9 Ok Jen\Br(0)

1 1 1 1
> === ) aunlenmn +(—)/ V(z)|un|P dz
(G-5) ctwdtvnen + (5-3) [, Vil
(0 —p)(Bp— 60+ p)

V(z)|u,|? dz
(0p)? /RN\BRw) (

> 8 (e + [ Vil )

= K|lua|?,

where K = mln{f — l, W} > 0, for n large enough, which is a contradiction when 7" > 0 is

large enough.
[ Nunl?
o (I <

v

_|_

+

Case (ii): Assume that 7% < |lu,||? < 2T? holds. We have

o<c () <1 g ¢ (1) <o

which shows that

1
Klunl” = 5 [(ZF) ()]

- lunl

1
<Kunl” + 5 (T (wn)un

<Tf (un) + <§ b) ¢ (UT|> ([“nﬁvww)z

(4.2)
29Tp nliwe. P (RN)
1
<T} (un) +4b %
(un) + <7~ )
=T (un) + CHT?P.
Let e € E\ {0} be as in Lemma 4.1. By Z}/ (u,) — ¢f as n — oo, we have
I (un) < 2¢f <2 max 7/ (te) < 267, (4.3)
telo,
for n large enough. Moreover, we obtain
1
Klunl” = 5 1(Z5)" (un)|| . [lunll = KT? = T. (4.4)

So from (4.2), (4.3) and (4.4) we get
KTP — T < 26T + CbT?P,

which is a contradiction if b” := iz > 0, b* = = min{b, b7} and b € (0,b*) for T large enough. Thus,
we obtain |lu,| < T. O
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By Lemma 4.5, the embeddings of E in W*P(R¥) and the Sobolev embedding theorem, up to a
subsequence, we may suppose that there exists u € E such that

Uy — u weakly in F,
u, — u strongly in L! (RY), for all t € [1,p?),

loc
up(z) — u(z) for a.a.z € RV,

Similar to the proof of Lemma 3.7, we can obtain that for all b € (0,b*), {un}neny C F contains a
convergent subsequence. Furthermore, u~ = min{w,0} = 0. Since ¢ > 0, from a Moser iteration
argument and the maximum principle, we can get that u is a positive solution of problem (3.3). It
remains to verify that w is also a positive solution of problem (1.1).

4.2. Existence results for problem (1.1).

Proof of Theorem 1.9. From Lemmas 4.1-4.5 and the estimate
|| px @ < S_l[u]fjvs,p(RN) for every b € (0,0%),

problem (3.3) has a positive solution v € E. Next, using the hypotheses (f1), (f2), there exists a
constant C' > 0 such that

|f(z,2)| < Clz|?" for all |z| > R.
Thus, we still have the inequality

(N—sp)(9—p)
p—1

|f (z, u(z))| < CMP—P) (R) . lu(z)|P~*  for all |z| > R.

||
(N—sp)(¥—p)

Fixing A* = kCM—P) R~ %=1 and A > A* > 0, it follows from (V) that
1
|f(z,u(x))] < %V(x)|u(x)|p71 for all |z| > R.
It follows that u is a positive solution of (1.1). The proof of Theorem 1.9 is complete. O
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