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1. Introduction

The following functional prototype was first introduced and investigated by Zhikov [1] in the context
of strongly anisotropic materials:

qu(|VM|p+,u(x)|Vu|q)dx, (1.1)
o\ P q

where 1 < p < g and u € L*(Q) is a nonnegative weight function. The associated Euler-Lagrange
operator is the so-called double phase operator, given by

div (|Vul”>Vu + p(x)|Vul">Vu). (1.2)

According to Marcellini’s terminology [2, 3], the functional (1.1) belongs to the class of integral
functionals with nonstandard growth conditions. Its energy density exhibits ellipticity of order g at
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points x € Q where u(x) > 0, and ellipticity of order p at points where p(x) = 0. Furthermore, the
energy density associated with (1.1) can also serve to model the viscosity coeflicients of certain non-
Newtonian fluids, see [4] for further details. For a mathematical study of such integral functionals with
(p, q)-growth we refer to the works of [2,3,5-14] and the references therein.

Given a bounded domain Q C R¥, N > 1 with boundary dQ of class C!!, in this paper we study
quasilinear elliptic equations involving singular terms of the form

—div (\VulP 2 Vu + p(x)|Vul"?Vu) = A(Ex)u™ + f(x,u)) inQ,
u>0 in Q, (1.3)
u=0 on 0Q),
where A is a positive parameter and the following conditions are supposed:
(H () N<p<gandO < u(-) € CoY(Q);
(i) 0 < < 1, & € CO¥(Q) for some 0 < 8 < 1 and &(x) > 0 for all x € Q;
(iii) there exist 0 < go(-) € C}(Q) and & > N such that £(-)go(-)™* € L*(Q).

@iv) f: Qx[0,00) — R is a Carathéodory function and there exist constants sy > 0, ¢y > 0 such
that f(x, s) > coé(x) for some s € [0, so] and for a.a. x € Q;

Sx.s)

|s|p=1

(v) lim = 0 uniformly for a.a. x € Q;

§—+00

(vi) there exists an open ball of radius R, centered at y,, denoted by B(yq, Ry) (C ), such that
the inequality

U1 C( ))%
f f C(EX)sT+ fx, 5))dsdx > f f ! ((x)s™ + f(x, 5))dsdx
B(yo,Ro) Y C(gp)? QJu

holds, where u is a subsolution of (1.3) given in Lemma 3.2 and u, is defined by

C (f]P)% , x € Q\ B(yo, Ro),
1
ur(x) = {C (gp)» — 755 (IXl = Ro),  x € B(yo, Ro) \ B(yo, Ry),
1
C (gp)" + Ry, x € B(yo, 6Ry),

where 0 < 6 < 1, p > 0 is defined in (4.4), and C denotes the embedding constant of
Wy P(Q) < C(Q).

The occurrence of the singular term in (1.3) is motivated by various physical models, including the
motion of a body through a viscous fluid, the flow field above a moving conveyor belt, shock waves
propagating over smooth surfaces, heterogeneous chemical catalysis, and glacial advance. For further
discussion and related results, we refer to [15-20], and the references therein.

In the literature, considerable attention has been devoted to singular double phase problems of

the form
—div (\VulP > Vu + u(x)|Vul">Vu) = Ax)u™ + tf(x,u) inQ,

u>0 in Q, (1.4)
u=0 on 0Q).
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From a mathematical perspective, the presence of the singular term introduces substantial and
intriguing challenges. Liu et al. [21] studied problem (1.4) in the case A = 1 and f(x,u) = u"~! with
r > g, and established the existence of two positive solutions whenever 0 < 7 < 7" for a suitable 7* > 0.
Their result was generalized by Bai et al. [22] to the case of a general (¢ — 1)-superlinear nonlinearity f
while Liu and Papageorgiou [23] considered the setting £(-) = 7 = 1 and f(x,u) = n(x)u’~' with r > ¢,
obtaining the same multiplicity result as in [21]. Papageorgiou et al. [24] investigated the case p > ¢,
A=1,and f(x,u) = u~! with r > p, again deriving analogous conclusions. In a related direction, Liu
and Winkert [25] extended the analysis of [21] to the whole space R". Further refinements include the
work of Bai et al. [26], who considered £(-) = 1 and a (¢ — 1)-superlinear nonlinearity f. They showed
the existence of a bifurcation-type threshold 7 > 0 depending on A, where A has to be sufficiently
large, such that problem (1.4) admits at least two bounded positive solutions if 0 < 7 < 7%, at least one
positive solution if 7 = 7%, and no positive solution if 7 > 7. Papageorgiou et al. [27] studied (1.4)
under variable exponents p, g, @ being Lipschitz continuous with 0 < a(x) < 1, and proved a similar
bifurcation phenomenon as in [26]. On the other hand, Failla et al. [28] considered the case 4 = 7 =1
with a (p — 1)-sublinear nonlinearity f, proving the existence of a bounded positive solution and, under
an additional monotonicity assumption on f, its uniqueness. Papageorgiou et al. [29] analyzed (1.4)
fora > 1,1 =17=1,and f(x,u) = n(x)u"! with r < p, establishing the existence of positive solutions
while Papageorgiou et al. [30] addressed the case 7 = 1, @ > 1, and (g — 1)-superlinear nonlinearities,
and proved the existence of a positive solution for every 4 > 0. In addition, we point out to other
related investigations on the double phase operator with singular nonlinearities, in particular the works
by [31-40], see also the references therein. We emphasize that all the above contributions concern the
case 1l < p < N.
Inspired by the aforementioned works, we are led to the following natural questions:

(i) Is it possible to establish the existence of more than two solutions?

(i1)) Can one obtain explicit estimates for the parameters ensuring the existence of multiple
solutions?

In this paper, for the sake of simplicity, we address the two questions stated above in the context
of problem (1.4) under the assumptions A = 7 and p > N, that is, for problem (1.3). As our analysis
concerns weak solutions, we begin by providing a precise definition of the concept. A function u €
Wé’ﬂ(Q) is said to be a weak solution of problem (1.3), if £(-)u~®v € LY(Q), u(x) > 0 for a.a.x € Q
and if

f (IVulPVu + p(x)|Vul?>Vu) - Vv dx = A f (U™ + f(x,u))vdx
Q Q

is satisfied for all v € Wé’ﬂ(Q). Here W(;’(H(Q) represents the Musielak-Orlicz Sobolev space which
will be introduced in Section 2.
Our main result reads as follows.

Theorem 1.1. Let hypotheses (H) be satisfied. Then there exist an open interval A and a constant
M > 0 such that for every A € A problem (1.3) has at least three distinct positive solutions in Wé H,
with their Wé’ﬂ(Q) norms less than M. Furthermore, we have an estimate for the interval A, which is
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A C [0, b], where

1+
b= oo )( PP < 400
Jol 1(w.1) — sup K(w)
I(w)<p

with I and K defined in (4.2).

The proof of Theorem 1.1 relies on truncation techniques combined with an abstract critical point
theorem (see Theorem 2.4). We begin by establishing a version of Hopf’s Lemma for the double
phase problem (3.1), which in turn allows us to construct a subsolution u for problem (1.3). Having
constructed the subsolution, we truncate the right-hand side of (1.3) to handle the singular term,
resulting in the modified problem (4.1), and subsequently apply the abstract critical point theorem to
obtain three distinct solutions. A careful analysis of the proof further enables us to determine an explicit
upper bound for the parameter 4. We also present an illustrative example in which the computed upper
bound of the parameter is approximately 0.00296, a relatively small value. This demonstrates that
the multiplicity of solutions for singular double phase problems is highly sensitive to the size of the
parameters, particularly when they are sufficiently small. We note that our paper extends the results of
Zhao et al. [41] from the p-Laplacian to the double phase setting. We also emphasize that the abstract
critical point theorem employed here has been widely used to study the multiplicity of solutions for
a variety of elliptic problems. For instance, we refer to Bonanno and Molica Bisci [42] for Laplace
equations, Kristdly et al. [43] for p-Laplacian type equations, and Bonanno et al. [44] for ®-Laplacian
type equations.

The rest of the paper is organized as follows. In Section 2 we recall basic definitions and results on
Musielak-Orlicz Sobolev spaces and the double phase operator 1.2, and we state the abstract critical
point theorem. In Section 3, we prove Hopf’s Lemma for double phase problems and construct a
subsolution for problem (1.3). Finally, in Section 4, we provide the proof of Theorem 1.1 and present
a nontrivial example illustrating its applicability.

2. Preliminaries

In this section, we recall the main properties of Musielak-Orlicz spaces and the double phase
operator (1.2). Most of the results presented here are taken from [45—47]. First, we denote by L"(Q)
and L"(Q;R") the standard Lebesgue spaces equipped with the norm || - ||, for every 1 < r < oo.

For 1 < r < oo, W'(Q) and Wé”(Q) denote the usual Sobolev spaces endowed with the norms || - ||,
and || - [ly.0 = |IV - ||,, respectively.

Let M(Q) the space of all measurable functions u: Q — R and H: Q X [0,00) — [0, c0) be the
function defined by

H(x,t) =17 + u(x)t!.
Then, the Musielak-Orlicz space L (Q) is defined by
LM(Q) = {u € M(Q): py(u) < +00}

equipped with the Luxemburg norm
luellgy = inf{T >0 :pﬂ(z) < 1},
T
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where the modular function p4(-) is given by
pr(u) := fﬂ(x, |ul) dx = f (lul” + p(x)lul?) dx. (2.1)
Q Q

The Musielak-Orlicz Sobolev space W'(Q) is defined by
W' (Q) = {u e L"(Q): [Vul € L (@)}
equipped with the norm
leell1, ¢ = IVutllge + lletllges

where ||Vully, = || [Vul ||l Moreover, the completion of C(£2) in WIH(Q) is denoted by Wé’(H(Q). The
spaces L (Q), W' (Q), and W&’ﬂ(Q) are reflexive and separable Banach spaces. We equip the space
Wé ’ﬂ(Q) with the equivalent norm

lleell = [[Vuells.
We have the following continuous embedding
WiH(Q) — W (Q). (2.2)
The norm || - ||y and the modular function p4; are related as follows, see [46, Proposition 2.1].

Proposition 2.1. Let (H)(i) be satisfied, y € L™(Q) and ps be defined by (2.1). Then the
Sfollowing hold:

(i) Ify # 0, then |lyllye = Aif and only if pp(3) = 1;
@11) |Yller < 1 (resp.> 1, = 1) if and only if py(y) < 1 (resp. > 1, = 1);
(iii) If lyllg < 1, then |Iyll7, < pr®) < Iyl
@v) If Iyl > 1, then |ylly, < pr(y) < IIyll5,s
V) [Yller = O if and only if py(y) — 0;
(V1) |[yllee = +oo if and only if px(y) — +oo.
LetA: Wé’H(Q) - WS’H(Q)* be the nonlinear map defined by

(A(u),v) = f (IVulP~>Vu + pu(x)|Vul'™>Vu) - Vvdx (2.3)
Q
for all u,v € Wé’ﬂ(Q), where (-, - )¢ is the duality pairing between Wé’W(Q) and its dual space

Wé’w(Q)*. The operator A: WSW(Q) - W&’ﬂ(Q)* has the following properties, see [46].

Proposition 2.2. Let (H)(i) be satisfied. Then the operator A defined in (2.3) is bounded, continuous,
strictly monotone, coercive, a homeomorphism and fulfills the (S.)-property, that is,

U, = u in Wé’W(Q) and limsup (A(u,),u, —uy <0,

n—o0o

imply u, — uin WS’W(Q).
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Next, we recall the definition of the (PS)-condition.

Definition 2.3. Let X be a real and reflexive Banach space and J € C'(X). The functional J is said to
satisfy the (PS).-condition if, for c € R, any sequence {u,},c\ in X such that

J(u,) — ¢ and J(u,) — 0, (2.4)

admits a convergent subsequence. Any sequence satisfying (2.4) is called a (PS).-sequence. The
functional J is said to satisfy the (PS)-condition if and only if it satisfies the (PS).-condition for all
ceR

The main theoretical tool of this paper is the following critical point theorem due to Bonanno [48,
Theorem 2.1], see also the works by Ricceri [49, 50],

Theorem 2.4. Let X be a reflexive and separable real Banach space, and let [, K: X — R be two
Fréchet differentiable functionals satisfying the following conditions:

(1) there exists wy € X such that I(wy) = K(wg) = 0 and I(w) > 0 for every w € X;

(1) there exist wy € X, p > 0 such that

X sup K(w)
I(wy)>p and W) | s ;
I(wy) p
(ii1) the functional 1 — AK is sequentially weakly lower semicontinuous and satisfies the (PS)-
condition;
@iv) | }lim (I(w) — AK(w)) = 400, for each A € [0, b], where
Ww||—+o0
b= ot with'y > 1.
PToy — Sup K(w)
I(w)<p

Then, there exist an open interval A C [0,b] and a number M > 0 such that for each A € A the
equation I'(w) — AK’(w) = 0 admits at least three solutions in X having norm less than M.

3. Hopf’s Lemma and construction of a subsolution

In this section we give first a version of Hopf’s Lemma related to our problem and based on this,
we construct a subsolution to problem (1.3). To this end, for 0 < h € L?(Q) with ¥ > N, we consider
the problem

—div (|Vul”?Vu + pu(x)|Vul"*Vu) = h(x) inQ, u=0 ondQ. (3.1)

We say that u € W' (Q) is a weak subsolution of problem (3.1) if u < 0 on 9L, and if

f (IVl" 2V + ()| Va2 V) - Vv dx < f h(x)v dx
Q Q

is fulfilled for all v € W, 7 (Q) with v > 0.
First, we prove the following Hopf’s Lemma.
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Proposition 3.1. Let hypothesis (H)(i) be satisfied and u be a solution of (3.1) such that u > 0 a.e. in
Q and u does not vanish identically on Q. For xo € 0Q, assume u € C'(Q U {xo}) and u(xy) = 0. Then

ou
E(XO) > 0,

where v is the interior unit normal of 0 at xy.

Proof. First, we choose R > 0 small enough such that B(x;,2R) Cc Q and xy € dB(xy,2R), where
X1 =Xxo+2Rv. LetQ; ={x € Q: R <|x— x| < 2R} and « = inf{u(x): |x — x;| = R}. From Theorem 3.3
by [4] it follows that « > 0. Note that if R — 0, then x; tends to x,. Thus, we have

k— 0 and £—>0.
R

We define
N -1
M = sup{[Vu(o)|: x€ Q,), €= —1n(f) + M
R R
and
K(e% - 1)
v(s) = ————, forall s € [0, R].
er’ —1
We see at once that v(0) = 0, v(R) = «,
’ ,DKTKI ) e% ’ f 7’
V()= Tl V(s) = ——V(s) (3.2)
er T —1 p-1
and
>0, 0<V(s)<1, forallse(0,R) (3.3)

provided R is sufficiently small.
For simplicity, set x; = 0. We write r = |x] and s = 2R — r. Obviously if r € [R,2R], then
s € [0, R]. Setting

w(r) = v(2R —r) = v(s),
we can see that
w(r)==V(s), w’'(r)=v"(s).
Now we define
w(x) = w(r) forany x € Q; and |x| = .

Then it follows from (3.2) and (3.3) that
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div (|VwI" 2V + p(0) | Vwl' > Vw)

=(p-DWOPw'(r) + W (P> w(r)

_ N-1 _
+u(x)(g = D W )W (r) + p(x) — W 2w'(r)
N ou x;
ECC)Y By

_ N-1 _ _
= (p— D (&) V'(s) - — (/(5))" L (g = D))V (s)
N
YL ey - syt Y S
r — ox, r

1
1

> (= T oor e (S=qe- T2 won - oy
> (o= 20 - )Wy e (45
r p—

1

N-1 _
t- ) ()"
"
> (— In 1%) (1 + u(x) (V' ()" > 0.
Therefore, we obtain
—div (IVwlP2Vw + ()| Vw*2Vw) = h(x) < 0,

which implies that w is a subsolution of (3.1) in Q; satisfying w(xy) = 0 and ‘;—”V”(xo) > (0. Now we can
use Lemma 3.2 of [4] to conclude that u > w in ;. Since u(xg) = w(xg) = 0, we have

! u(xo + s(x; — xp)) —ul(xo) _ ..  wlxo+ s(x; — x0)) — w(xo)
im > lim

s—0t kY s—0* S

= Vw(xo) - (x1 — Xo)
= Vw(xg) - 2Rv

= 2R6—w(x0) > 0.
ov

The left-hand side is equal to 2R‘3—';(xo) and so Z—Z(xo) > (. This completes the proof of the proposition.

Lemma 3.2. Let hypotheses (H)(1)—(iv) be satisfied. Then there exists a subsolution u € W' (Q)
of (1.3) such that u(x) > 0 for all A € (0, +0), éu™® € L(Q) with ¢ > N and ||ull. < so, where sy > 0
is given by (H)(iv).

Proof. Using (H)(ii), we can get that the problem

—div (VP2 VY + pu(x)|VV[92Vy) = A(x) inQ, v=0 onoQ.
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has a unique positive solution v € W&’ﬂ(Q) since A: Wé’W(Q) — W(}’W(Q)* is a homeomorphism, see
Proposition 2.2. Furthermore, v € C'#(Q) since Wé’W(Q) — WS”’ (Q) — C*(Q) for p > N and
£ € CY(Q), see (2.2). By Proposition 3.1, we know that % > 0 on 0€, where v is the interior unit
normal on 0Q2.

We claim that there exists a constant C such that

Cv(x) > go(x) forall x € Q,

where g, is given in (H)(iii).

Let xo € 0Q and choose x € Q near x; such that x — x is in the direction of v. Since g—f, > (0 on 0Q2

and % is a continuous function on €, there exists a constant £y > 0 such that %(x) > g for all x near

xo. By (H)(iii), it clear that there is a constant M > 0 such that %(x) < M for all x € Q. Thus we can
find a constant C = (M + 1)/g, such that

ov 0go
C 5()6) > E(x)’

for all x near xo. Combining the fact that v, gy € Wé’q{(Q) and v(xy) = go(xg) = 0 for xg € 0Q, we
integrate the above inequality from x, to x along v, that is

f C@ dv > %dv.
v Ov w OV

This implies

Cv(x) > go(x), forxeQ
and so

Cv(x) > go(x), forxeQ.

By this inequality and hypothesis (H)(iii), we have &v™* < C%¢g* € L’(Q), so &2 € LY(Q). We
take £ > 0 small enough such that u = s satisfies 0 < u(x) < min{1, so}. Thus éu™® € L?(Q). We
then get

[ (929 s o) - Vo ds

Q

_ g( f (|Vv|P—2Vv ; sg,u(x)IVqu_sz) Ve dx) < 8A£(x).
Q

Combining (H)(iv) with the fact |||l < 1, we have

— div (IVul’ >V + p(x)|Vul "> V) — AE0u™*(x) = £ (x, u(x))
<Ax)(e—1—-cy) <0

whenever A € [0, c0). Thus u is a subsolution of (1.3).

Corollary 3.3. Let hypotheses (H)(1)—(iv) be satisfied. If u is a solution of (1.3), then u(x) > u(x) for
a.a. x € Q and for all A € (0, +00), where u is given in Lemma 3.2.
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4. Three distinct solutions

In this section we are going to prove Theorem 1.1. First, we define

EX)s™ + f(x,5), if s> u(x),
g(x, s) =

0, if s < u(x)
and consider the problem
—div (\Vul”*Vu + p(x)|\Vu|">Vu) = Ag(x,u) inQ, u=0 indQ. 4.1)

We denote by
1 1
I(uw) = — f [Vul” dx + — fu(x)qulq dx, K(u)= fG(x, u) dx, 4.2)
P Ja q Ja Q
where G(x, u) = fu ! g(x, 1) dt, and write

Ja(w) = I(u) — AK(u).
The definition of g(-, -) and condition (H)(v) imply that for any £ > 0,
8(x, )] < éu™ +¢1 + £lsP,

for a.a. x € Q, for all s € R and for some c¢; > 0. Consequently

IG(x, )| < f lg(x, s)lds

< fu(‘f[“ +cp +elslPHds
u 4.3)

= Ew (- ) + 1 (U — 1) + ;quw — |ul)

e
<&uu+cu+ —ul’,
P

since u > 0. Using Lemma 3.2 and the embedding WS’W(Q) — L"(Q) for 1 < r < oo, we can see that
G is integrable over Q. Therefore J, is well-defined and of class C!. Furthermore, by Corollary 3.3,
any critical point of J, is a positive weak solution of problem (1.3).

We write

. 1
S = B()’O,RO) \ B(yO’ QRO)’ Ho = I}?Egl#(-x)a pP = (E + %)Ré)\/wN’ (44)

where yy € Q and R are defined in (H)(vi).

Lemma 4.1. Let hypothesis (H)(i) be satisfied. Then p/I (uy) is continuous with respect to 6 in the
interval [0, 1). Moreover, there exists 6y € [0, 1) such that

1
2 I(ul)

< 1. 4.5)
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Proof. By the definition of u;, we can deduce that
1 1
I(u) = - f Vil dx + = fﬂ(X) |V |7 dx
P Ja qJa

1 J716%) N
(p(l —oy (- e)q)(l - 0") Ry

for some y € B(yy, Ry) \ B(yo, ORy). Thus

1.
P _ p + q
i) (p(ll—(w + q(lf(—yz)q) (1-6%

This implies that p/I (u;) is continuous with respect to 6 in the interval [0, 1). Moreover, one has

14t
1(21)_)0 asf —» 1 and I(Zl)—>lp+l&§1 as 6 — 0.
p q
Hence there exists 6, € [0, 1) such that
%<I(Zl)<1.

This completes the proof.

Lemma 4.2. Let hypotheses (H) be satisfied. Then the inequality
(4.6)

1 P
Iiggo K(u) < EK(ul) < mK(ul)
holds true.
Remark 4.3. Let
(1+p)p

b=—w0 K
P Iw) Sup[(u)<p (Lt)

Then it follows from (4.6) that
1
A+pp . o

b
- Kw) 1

1(w1) - EK(u])

Proof of Lemma 4.2. By the definition of u; in (H)(vi) we know that u;(x) > u(x) for all x € Q. Thus

by the embedding Wé’p (Q) — C*(Q), we get that
1

u(x) < sup [u(x)| < |lullcoe < CIIuIIW(;,p = C(f |Vul? dx)
xeQ Q

< C(f(qulp + u(x)|Vul?) dx)p
Q

1
sc(g f Vul? dx + 4 f ,u(x)IVulqu)
P Ja qJa

= C(ql(u))? < C(gp)? < uy(x)

Volume 33, Issue 11, 6720-6741.
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forallu € {u € WS’(H(Q): I(u) < p}. Moreover, by the definition of g and (H)(iv), we have

1
7 C(gp)P
sup K(u) = sup ff g(x,s)dsdx < ff g(x, s)dsdx. 4.7
I(w)<p Iw<p JQ Ju QJu
Again (H)(vi) yields

| Cigo)? | u
- ff g(x,s)dsdx < —f f . 8(x, s)dsdx. 4.8)
2 JaJu 2 JBo.ro) JC(gp)?

By the additivity of the integral over the domain, we obtain

Clgp)? Clg)?
f f g(x, s)dsdx = f f g(x, s)dsdx
QJu Q\B(yo,Ro) Yu
Clgp)?
+ f f g(x, s)dsdx
B(yo,Ro) Yu

U]
f f . &(x, s)ds dx
B(y0,R0) v C(qp)?
“ C(qp)ll’
= f f g(x,s)dsdx - f f g(x, s)dsdx.
B(yo,Ro) Yu B(yo,Ro) Yu

From (4.8)—(4.10), we get that

1 Cigo)? 1 Clgo)?
= f f g(x,s)dsdx + = f f g(x,s)dsdx
2 Jo\BGoRy) Ju 2 Jyo.Ro) Ju

1 1 1 Clgp)?
< = f f g(x,s)dsdx — < f f g(x, s)dsdx,
2 B(yo,Ro) Yu 2 B(yo,Ro) Yu

4.9)

and

(4.10)

which implies

| Clgo)? Clgo)? | w
= f f g(x,s)dsdx + f f g(x,s)dsdx < < f f g(x, s)dsdx.
2 Javsyo.ro) Ju BOo.Ry) Ju 2 JBGo.Ro) Ju

Hence

Clgp)? Clgp)?
f f g(x,s)dsdx + f f g(x, s)dsdx
Q\B(yo,Ro) Yu B(yo,Ro) vu
1 uy 1 C(qp)%
< = f f g(x,s)dsdx + = f f g(x, s)dsdx.
2 B(yo,Ro) Yu 2 Q\B(yo,Ro) Vu
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Consequently

C(flp)% 1 1]
f f g(x,s)dsdx < = f f g(x, s)dsdx. 4.11)
Q Ju 2 QJu

From (4.5), (4.7) and (4.11) we see that (4.6) holds true.

Lemma 4.4. Let hypotheses (H) be satisfied. Then, for all A > 0, the functional J, is sequentially
weakly lower semicontinuous and satisfies the (PS)-condition. Furthermore, it is coercive for all 1 €
(0, b], where b is given in Remark 4.3.

Proof. The proof is divided into four steps.
Step 1: K is weakly continuous, i.e., if u, — u, then K(u,) — K(u).

Let u, — uin Wé’ﬂ(Q). The embedding Wé’W(Q) — Wé’p (€)) is continuous (see (2.2)) and
Wé’p (Q) — C(Q) is compact since p > N. Thus u, — u in C (). This implies that u, converges
uniformly to u in Q as n — oo.

Using Lemma 3.2 and the embedding WS’W(Q) — L'(Q) for 1 < r < oo, we can see that the
right-hand side of (4.3) is integrable over Q and thus G(x, u,) has equi-absolutely continuous integrals.
From Vitali’s convergence theorem it follows that

K(u,) = fG(x, u,)dx — fG(x, u)dx = K(u).
Q Q

Step 2: J, is sequentially weakly lower semicontinuous.

Clearly, I is sequentially weakly lower semicontinuous by Fatou’s lemma. This together with Step 1
implies that J, is sequentially weakly lower semicontinuous as well.
Step 3: J, satisfies the (PS)-condition.

For every ¢ € R, let {u,},en C W(])’ﬂ(Q) be a (PS).-sequence, see Definition 2.3. We claim that
{u,},en 1 bounded in WS’H(Q). Indeed, if ||u,|| < 1, we are done. Let ||u,|| > 1. Then, from (4.3) and
Proposition 2.1(iv) we have that

c+o(l) = J(u,)

1 1
- - f Vunl” dx + ~ f ()| Vity | dx — 2 f G(x, u,) dx
P Ja q Ja Q
1

&
= _”Mn”p - /lf (C]Mn + gﬂ_qun + _|un|p) dx
q Q p

( 1 cde

P -a (4.12)
2| = = — |llull” = crAlluanlly = A& lnlluenl e
q p

1 e
> (_ - 2_) P = c3Allunll — callus|l
q9 P

1 ode 5
=||un||((—— : )nunnp 1—c3A—cm).
q P

Taking € < p/(gc,d) gives us the boundedness of {u,},en in Wé’W(Q). Then, for a subsequence if
necessary, not relabeled, we can assume u, — u in Wé’(H(Q). As in the proof of Step 1, we can
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show that K’ is completely continuous. This means that if u, — u, then K’'(u,) — K’(u). Since
J\(u,) = I'(w,) — K'(u,) — 0, one has that I'(u,) — K’(u). Therefore, it follows that u, — u because

I’ is a mapping of type (S, ), see Proposition 2.2.
Step 4: J, is coercive for 0 < A < b.
From (4.12) we can easily conclude that J, is coercive.

Now we can give the proof of Theorem 1.1.

Proof of Theorem 1.1. We take wy = 0 € Wé’(H(Q) and the hypothesis (i) in Theorem 2.4 is satisfied.
We come to verify hypothesis (ii) in Theorem 2.4 and choose a subset Q,, = {x € Q: dist(x,0Q) >
1/n} c Qforn > 1. Then, for all € > 0 we can find ny > 0 such that for n > ng we have m(Q\ Q,) < &,

where m denotes the Lebesgue measure on RY. Let

U M PR
where
.o 1
Jyer eXp(lxlz;—l) dx
We define

@n(x) = nVp(nx), forxeRY and (p,*u})(x)= f @a(x — Y} () dy.

Q

Then supp(g, * u}) = {x: (¢, * u])(x) # 0} C Q, (¢, * u}) € C; () and (¢, * uj)(x) = u;(x) asn — oo

for a.a. x € Q. By Lebesgue’s dominated convergence theorem and (4.3), we have

K(p, * u}) = f Gx, ¢ * ) dx — f G(x, uy) dx = K(uy).
Q Q

By the properties of the mollification and the definition of u/, we can get that

1 1
— f |V (g # ) (0 dx+ = f () [V (g = uf) ()| dx
P Jona, q Jo\o,
1 1
= — f |(n = Vut) (o) dx + = f 1(x) |(0 # Vaa}) ()" dx
P Jo\o, q Ja\g,

f P q
< dx + e f
awo,l1-6 oo, l1-0

dx
=(1-60)"mQ\ Q)+ lullo (1 =) mQ\ Q,)
S((A-0)77"+|ulle (1 -6 e

whenever n > ng. Therefore, we have

1(pn * uy) = 1(uy).

(4.13)

(4.14)
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From (4.13) and (4.14), for every € > 0, we can choose n, sufficiently large such that

K(‘pn * urll) K(l/ll) &
= - < —, forn > ny.
Ippxuy) Iw)| p
So if
€= K(uy) — sup K(u),
1) s
then
K@)  K(p, *uf) p
- —<&= K(uy) — sup K(u).
Pl T, =) 1) " s
This implies
K(p, = u"
sup K(u) < p((p—nl), for n > ny.
I(u)<p I(‘pn * I/ll)

In Theorem 2.4 we choose wy = ¢, * u] € Wé’q{(Q) for some n > ny. This together with Lemma 4.1,
we can deduce that hypothesis (ii) is satisfied.

According to Lemma 4.4, assumptions (iii) and (iv) of Theorem 2.4 also hold. Thus there exist
an open interval A C [0,b] and a number M > O such that for each 1 € A, the equation J'(u) =
I'(u)— AK’(u) = 0 admits at least three solutions in Wé’(H(Q) having WS’(H(Q)—norms less than M. From
Corollary 3.3, it follows that the three solutions are positive. This concludes the proof.

Finally, we give an example in order to verify the applicability of Theorem 1.1.

Example 4.5. Let Q = (=2,2), é(x) =5x*+ 1, p=2,qg =4, u(x) = x> and let f: QXR — R be
defined as

93¢, ifs <6,

f(x’s):{\/h%eﬁ— V6, ifs>6.

We consider the problem

—(w + x2|u’|2u')' = A[Ga* + D + frw]. x e (=2,2),
u>0 x € (=2,2), (4.15)
u=0, x € {=2,2).

Let co = 1 and sy = 1 be as in condition (H)(iv). From the definition of f, we have
f(x,5) =93¢ > coé(x) >0, forsel0,1].
Obviously, f satisfies the condition (H)(v). Next, we will show that f satisfies the condition (H)(vi).
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Consider
— (w0 + P Pu) =524+ 1, xe(-2,2),
u>0, x € (=2,2), (4.16)
u=0, x € {-2,2}.

We can show that v = % is the solution of (4.16) with ||Vl = 2. If we choose € < 1/4 and u = ¢v,
we obtain

1
lulleo = elVlleo = 2& < 5 < 1.

So let € = 1/4. From the result of Lemma 3.2, i.e., E(x)u™® € L?((=2,2)) with® > 1, and &(x) = 5x* +1,

if we let 9 = 2, we have u™ € L*((=2,2)). Considering this fact and u = 4_8"2, we can choose a < %

such that f_ 22 |(5x* + Du~?? dx < oco. Indeed, this is possible since

2 ) ) 2 82(1 1—2002 3 dT]
5¢* + D ®Pdx < 81 ————dx =81 x478“ —
L IOx7+ D dx L @@= fo (cos pytet!

and we can choose 4a — 1 < 1 such that

— < 409,
o (cospye!

o) {(5x4 +1)s7% + 93¢’ ifu<s<6,
g(x, ) =

Now we choose a = 1/8, and denote

(Gx*+ 1)s75 + Vs +93eS — V6, ifs>6,

Glxu) = [ g(x,5)ds, Kw) = [ G(x,u)dx and

I(u) 1f2|'|2d+1f22|'|4d
u) = — u X - XU X.
20, 4 ),

X 2 X 2
2u(x)=f u'(s)ds—f u’(s)dssf |1 ()] ds+f |t/ (s)|ds
-2 x -2 X
> 2 \1/ 2 3 2 3
= f Iu’(s)ldss( f dt) ( f Iu’(t)lzdt) :2( f Iu’(t)lzdt) .
-2 ) -2 -2

lleell =2,y =< [lully 2 -

Note that

Thus we have

This implies that C = 1 in (H)(vi). Taking Ry = 3/2 and 6 = 1/4 in (H)(v1), we obtain that

i BORRE 1233
p= —+@Réw1: 4 I Zx3= 2
2 R Ea) 512
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Consequently

B pee(aou)
() = e+ D+ VI, ifxe(-3,-3)

(

(

~x-3)+2 V274 ifxe
2274+ 3, ifxe(-3.3)

and

LAy 14
_ R d - _ 2d
AL et Y

Hence

p 4111

1 L
Z T 640 2

Additionally, we can calculate that

f f [(5x4 +1)s7F + 93eS] ds dx
-3 J3 274

3
2YT6

18 ; 8 (3 :
= f [7(5x4 + 1)ui73 +93e" — 5 (E V274) (5x* + 1) — 93e1 V74| dx

3
2

3 7

518 (4 3 3 § X
5 |7\3\0 " 2) T 16

8(3 3 §

7 (— +— V274) (5x* + 1) + 933+ s W} dx

;
4 §
g (—g(x - %) b2 \/274) (5x* + 1) + 93¢~ 30~ 274] dx

d :
—f g(i \/274) (5x4+1)+93e3ﬂ277] dx
2

~ 11576.45

(4.17)
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and

LI

(5x +1)s78 + 93¢’ ] ds dx

:f [3(136\/ ) (5x* +1)+93elﬁ‘ﬁ (5x +1)u8 93¢"| dx
-2

~ 7958.02.

From (4.17) and (4.18), we have

f f ((5)64 + l)s_% + f(x, s)) dsdx
2y
iy v ]
> f f ((5x* + 1)s78 + f(x,s))dsdx,
-2 Ju

(4.18)

which implies that the condition (H)(vi) holds. Therefore, according to Theorem 1.1, problem (4.15)
has at least three bounded positive solutions for A < b. Furthermore, we can calculate

2
K(ul)—f G(x,u;)dx

ff (5x* +1)s8+93e]dsdx

=

200 |

S
L5

I

3

33
+ i
L]

(5x* + l)s8 + 93¢° ]

7 8
—(5x* + Du} + 93" - 5(5x4 +1)

+
— mh N

Electronic Research Archive

dx

u

4_ 2 % —X
a ) —93e482] dx

274:# dx

5
[ (5x4+ 1)(& (x+ %)+ 136 274) +93e§(x+%)+% 274] dx

%
GSx*+ 1) (136 V274) + 93¢

g(Sx +1)( \/ ) + 9302+ 74] dx
- Z
S n(2 (v 2)« o V) +93e—2<x—z>+wﬁ] i
8 3 §
7(5x4 +1) (E \/274) + 93¢ W] dx
4_ 2 %
§(5x4+1)( x) — 930 % ]dx~ 19534.48.
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Consequently
1+ 1+
b= % 0rp < m(l) 2P 0.00296.
Py ~ SUP1wy<p Kw) p Ty > K(uy)

This means that our results are valid only when A is sufficiently small.
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